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“Perception bias”: Deciphering a mismatch between urban crime and perception of safety

Fan Zhang, Zhuangyuan Fan, Yuhao Kang, Yujie Hu, Carlo Ratti

HIGHLIGHTS

• Predicted “Perception of Safety Scores” are significantly associated with reported crime.
• There exists a “Perception Bias” between the perception of safety and reported crimes.
• Intensive daytime activities indicate places “safer than they look”.
• More visits at night implies places being “more dangerous than they look”.
• Places with more education facilities may have more crimes but still look safe.

ABSTRACT

Crime and perception of safety are two intertwined concepts affecting the quality of life and the economic development of a society. However, few studies have quantitatively examined the difference between the two due to the lack of granular data documenting public perceptions in a given geographic context. Here, by applying a pre-trained scene understanding algorithm, we infer the perception of safety score of streetscapes for census block groups in the city of Houston using a large number of Google Street View images. Then, using this inferred perception of safety, we create “perception bias” categories for each census block group. These categories capture the level of mismatch between people’s visually perceived safety and the actual crime rates. This measure provides scalable guidance in deciphering the relationship between the built environment and crime. Finally, we construct a series of models to examine the “perception bias” with static and dynamic urban factors, including socioeconomic features (e.g., unemployment rate and ethnic compositions), urban diversity (e.g., number and diversity of Points of Interest), and urban livelihood (i.e., hourly count of visitors). Analytical and numerical results suggest that the association between characteristics of urban space and “perception bias” over crime could be paradoxical. On the one hand, neighborhoods with a higher volume of day-time visitors appear more likely to be safer than it looks (low crime rate and low safety score). On the other hand, those with a higher volume of night-time visitors are likely to be more dangerous than it looks (high crime rate). The findings add further knowledge to the long-recognized relationship between built environment and crime as well as highlight the perception of safety in cities, which in turn enhances our capacity to design urban management strategies that prevent the emergence of extreme “perception bias”.

1. Introduction

There is a growing recognition that a sustainable community should be safe from crime and also perceived by its residents to be safe (Cozens, 2011). Beyond the immediate losses in a crime incident, the fear of crime and the worries over safety often extend the damage of criminal victimization and produce further social consequences at both personal and community levels (Moore and Trojanowicz, 1988). Although
people’s perception of safety was assumed as more or less a rational response to crime, previous studies show that the trends in levels of fear are not strictly associated with criminal victimization (Skeggs, 1986; Furhmann et al., 2013; Snyders and Landman, 2018). Moreover, when citizens are asked about the things that frighten them, instead of “real crime” such as theft or robbery, more often there is talk about signs of physical decay and disorder such as “junk and trash in vacant lots, broken windows, bands of teenagers congregating on street corners and other incivilities” (Wilson and Relling, 1982; Skeggs, 1986; Doran and Lees, 2005). The perception of safety, or in other words, a feeling influenced by perceived danger or threat, has a different pattern from criminal victimization across time and space.

Then, how big is the difference between “safe from crime” and “perceived to be safe” in an urban environment? What factors could contribute to the mismatch between the two within cities? A number of studies have attempted to answer these questions by suggesting methods to compare the two concepts. Schweitzer et al. (1999) interviewed residents from 44 neighborhoods in Lansing, Michigan, the United States to obtain local residents’ perceptions of crime and compare it with the same neighborhoods’ crime rates. More recent works leveraged the development of Geographical Information Science (GIS) to visualize the different spatial pattern of places with high crime rate and clustering of areas that are perceived as unsafe (Furhmann et al., 2013; Pánek et al., 2019). These studies present valuable insights into the paradoxical relationship between perception of safety and crimes but also imply challenges to further understand the inherent discrepancy between the two. First of all, much research has loosely used the term “fear of crime” to describe a mix of perceptions (Warr, 2000). “Fear” has been used to indicate personal emotion, perception of environmental risks, or a belief in the likelihood of becoming a crime victim. Second, fear of crime related research mainly relies on methods such as group discussions (Snyders and Landman, 2018) and online questionnaire (Ditton and Farrall, 2017). These methods either do not provide data at a comparable spatial resolution with actual crime data, or are limited to smaller contexts given the cost of the survey process. As a result, there is a lack of empirical analysis on what neighborhood factors, including local socioeconomic characteristics and built environment features, contribute to the potential discrepancy between the crime and people’s perception of safety.

To address these challenges, in this paper, we specifically examine one measure of fear aroused by the urban environmental settings. We use the term perception of safety to describe how safe people perceive the immediate physical environment by its appearance, regardless of any victimization experience. More importantly, we focus on interpreting the difference between the actual crime and the perception of safety in a given urban context.

To quantitatively measure people’s perception of safety, we employ street view imagery and computer vision techniques. Recently, the development in machine learning algorithms and data collection methods largely improve researchers’ capability of describing human perceptions of the built environment. For instance, MIT Media Lab built a dataset containing millions of online volunteers’ perceptual ratings on more than 100,000 Google Street View images worldwide (Naik et al., 2014). Based on this massive crowd-sourced dataset, researchers train models built on scene understanding algorithms in computer vision, and in turn, produce predicted scores of the perceived level of safety, wealth, liveliness or depression in any given geography context (Dubey et al., 2016; Song et al., 2018). These studies embrace the fact that seeing is a process in which environmental stimuli are organized into our purposive organism, and human beings’ feeling of safety or danger exists when memory and anticipation are able to wield sensory impacts into the personal experience (Tuan, 1977).

Following these efforts, this paper analyzes the reported crime and other geo-referenced data in the city of Houston to estimate a “perception bias,” the mismatch between people’s perception of safety and actual crime. Here we ask three main questions: 1) How much the perception of safety can explain the variation of crimes? 2) How to quantitatively measure the current “perception bias” at the census block group level? 3) What neighborhood characteristics contribute to the current “perception bias”? The rest of the paper is organized as the following structure. Section 2 reviews previous work on crime, perception of crime and cities. Section 3 introduces the data sources we use in the analysis. Section 4 explains the methodology. Section 5 presents the results showing what neighborhood characteristics determine the “perception bias.” Section 6 and 7 discuss our study results and presents paths for future studies.

2. Literature review

2.1. Crime and cities

Criminologists, social observers, and planners have studied the intricate relationship between crime, fear of crime, and cities since the early 1920s (Shaw, 1929). Jane Jacobs’ work (Jacobs, 1961) described the relationships between street layouts, diverse mix of land use and crime. She argued that a mixed-use neighborhood with residential, commercial, institutional and leisure would be safer than single-functional areas as these areas ensure informal surveillance: “eyes on the streets.” (Jeffery (1971) first brought up the phrase crime prevention through environmental design (CPTED). This strategy is currently applied in many cities such as London and Sydney (Cozens, 2011). In 1972, Oscar Newman’s (Newman, 1972) defensible space started to influence a generation of planners: he argued that poor design elements decrease residents’ willingness to use and defend local space. Spatial settings such as fences and hedges can be regarded as physical barriers, and porches and mailboxes at the street can be regarded as physical configurations that increase surveillance. Growing out of these early literature, more recent studies in environmental criminology state that spatial distribution of offenses and offenders throughout the city is not random (Cozens, 2011; Eck et al., 2007; Kinney et al., 2008). With the increasing availability of crime report data, theoretically grounded empirical analyses of spatial theories of crimes show that neighborhood social features, including poverty, unemployment, and ethnic compositions, have high explanatory power of crime occurrence (Harries, 1995; Cahill and Mulligan, 2007). Besides, some physical features, such as commercial centers, sports facilities, and transportation stations, often play as crime attractors (Brantingham and Brantingham, 1995; Anderson, 2007).

2.2. Perception of safety and cities

In parallel with the studies of actual crime occurrences and cities, people’s perception of safety in cities also have received extensive attentions since the 1960s (Furstenberg, 1971; McIntyre, 1967). Surveys and qualitative studies have confirmed that physical environments that are dark, lonely, unattractive, or unsecured for stimulate people’s fear (Warr, 1990; Vrij and and Winkel, 1991; Doran and Lees, 2005). More recently, researchers have leveraged the GIS to investigate the “spatial specific” aspects of fear of crime at a finer scale in cities (Liu and Eck, 2008). Doran and Burgess (2011) advocate the importance of crime-related fear mapping to provide an additional layer of understanding people’s “spatial choices.” Solymosi et al. (2015) used a mobile app to map people’s experience of fear at different places throughout the day. Song et al. (2020) discussed the differences between property and personal safety perceptions that affected international migrants in China. In practice, police also use environmental audits, a process identifying structures and other threats to safety to remove sources of fear (Cardner, 2016).

Compared to the collection of actual crime records, collecting data on people’s perception of safety and fear of crime do not yet have a standard process. The General Social Survey (GSS) has been asking the question “Is there any area right around here – that is, within a mile –
where you would be afraid to walk alone at night?” to examine respondents’ fear of crime. In a similar fashion, the National Crime Survey (NCS) has been routinely surveying people by asking “How safe do you feel or would you feel being out alone in your neighborhood at night?” since 1973. These surveys have been conducted at a national scale on an annual routine, but do not offer neighborhood-level insight. Individual researchers have designed more specific surveys to collect “spatial specific” data to understand the fear of crime (Pánek et al., 2019; Fuhrmann et al., 2013; Kohm, 2009). Schweitzer et al. (1999) interviewed residents from 44 neighborhoods in Lansing, Michigan, the United States to obtain local residents’ perceptions of crime and compare it with the same neighborhoods’ crime rates. They found that grocery stores’ presence was related to both crime and perception of crimes, which contradicts Jane Jacobs’ diverse land-use statement. Snyders and Landman (2018) conducted a focus group discussion in two neighborhoods with high numbers of crimes in South Africa. They found that most community members do not display high levels of fear despite the local high crime rates. Pánek et al. (2019) used an online map-based questionnaire to collect people’s perception of crime and compare the response with local recorded crime data through map visualizations in Ostrava, Czech Republic. Fuhrmann et al. (2013) conducted a mapping analysis comparing university crime statistics with students’ perceptions of crime. Their results also indicate a spatial discrepancy between fear and crime, especially on harassment and sexual assaults.

These studies mainly rely on various types of surveys (Henson and Reys, 2015), which either do not provide data at a comparable spatial resolution with actual crime data, or are limited to smaller contexts given the cost of the survey process. In addition, the amount of time it consumes to conduct individual interviews usually prohibits the researchers from expanding the study to a city or regional scale quickly. To circumvent these limitations, this work introduces a new approach to measure people’s perception of crime using computer vision and further quantify the discrepancy between crime and perceptions.

3. Methodology

3.1. Study area and data

3.1.1. Study area

This research focuses on one of the major cities in the U.S., Houston, Texas. Houston has a population of approximately 2,320,268, and it is the most populous city in the state of Texas. The city was selected for this study both for its higher crime rate compared to other U.S. major cities and its past efforts in curating a sense of safety among its residents. According to the FBI’s 2018 Uniform Crime Reporting Program, Houston’s violent crime rate of 10.26 per 1000 population is more than double the comparable national rate. Local government agencies and community organizations have launched many programs to prevent crimes since the 1980s. Recent programs include the “Keep Houston SAFE” (https://www.houstontx.gov/) campaign developed by the Houston Police Department and Safe Community Program launched by Crime Stoppers of Houston to prevent crime events and forge safer communities. Our empirical analysis includes a total of 1132 census block groups within the I-610 freeway in the city of Houston.

3.1.2. Perception measurement from Google Street View images

Google Street View (GSV) is a map service providing visual information of streets in more than 100 countries in the world. We take GSV images as the proxy of the physical streetscapes of Houston and predict people’s “visual perceived safety” of images using a pre-trained deep learning model. To access images, we first generate sampling points along the road network of Houston with a 50-meter interval. Secondly, we request the GSV images based on the sampling points through GSV Application Protocol Interface (API); for each location, four images of different directions of view along the road are obtained to describe the panoramic view of streetscapes. In total, we collected 384,180 GSV images from 96,045 locations in Houston, with most of the images taken between 2015 through 2017.

To simulate people’s perception of safety on the streets of Houston, we employ a pre-trained deep learning model to predict safety scores of street view images of the city (Zhang et al., 2018). The model is trained with a crowd-sourced dataset, Place Pulse, collected by MIT Media Lab, which contains millions of ratings on around 110,000 street view images from all over the world (Naik et al., 2014). For each trial, an online participant is asked to click one of two street view images on a webpage, in response to questions like: “which place looks safer”. Since its launch in 2007, more than 80,000 online volunteers worldwide contributed over one million pairwise comparisons within nearly ten years (Dubey et al., 2016). More importantly, the image diversity and rating consistency have been evaluated by previous works (Naik et al., 2014; Dubey et al., 2016), showing no significant cultural bias in the dataset, which demonstrates its representativeness and generalizability. Here, we consider this Place Pulse dataset as knowledge of human’s general visual perceptual preferences on urban appearance. A deep learning model can be trained accordingly by prior knowledge as such to learn how common individuals evaluate an urban streetscape. In this work, we adopt the ResNet-50 model trained in Zhang et al. (2018) to predict the 384,180 GSV images of Houston. Each census block group contains 317 images on average. The largest census block group contains 960 images. We exclude the census block groups that contain fewer than 10 images. For each image, the model yields a safety score ranging from 0 to 10. The score of each census block group is then calculated by averaging scores of all the images in the block group. Fig. 1 shows the spatial distribution of “perception of safety” of Houston and there is a clear spatial pattern indicating where the “safest” place is. Generally, the downtown areas look less safe than most of the other places and western areas look safer than eastern ones. To clarify the concept, by “perception of safety” we mean the general individual’s visual perception on a street scene, without any personal experience related to the context.

Fig. 2 shows the GSV images that contain similar elements but are predicted with different safety scores. Row A includes images with high safety scores, and row B includes images with low safety scores. We observe litter, overgrown vegetation, broken pieces of road, and scattered trash cans in row B, these elements coincide with the evidence of physical disorder (Toet and van Schaik, 2012). In row A, we observe more elements that correspond to the concept of “cues to care” (Troy et al., 2016; Brown and Bentley, 1993), such as clean streets, well pruned vegetation, new construction, and well-maintained residential yard.

3.1.3. Reported crime

The data measuring criminal activity within the study area come from the Houston Police Department (HPD) National Incident-Based Reporting System (NIBRS) Data. Information provided includes the crime offense type, the date and year when the crime was committed, and its geographic location (street name and block range). These data provide a rich assessment of criminal activity in Houston that is spatially referenced. However, the use of such data does have some caveats. The crime information only represents police services where a report was made and thus does not include other criminal activities that were not reported. Additionally, HPD completed the transition from UCR to NIBRS classification of crime in 2018. From January 2018 to May 2018, the crime offense types were classified according to UCR Traditional Summary Reporting. After June 2018, crimes records were classified based on NIBRS standard. To measure a full year criminal activity in 2018 by different crime types, we matched the different crime types recorded in 2018 by different crime types, we matched the different crime types with the same year of crime data does not conform strictly with NIBRS classification of crime in 2018. From January 2018 to May 2018, the crime offense types were classified according to UCR Traditional Summary Reporting. After June 2018, crimes records were classified based on NIBRS standard. To measure a full year criminal activity in 2018 by different crime types, we matched the different crime types reported. Additionally, HPD completed the transition from UCR to NIBRS classification of crime in 2018. From January 2018 to May 2018, the crime offense types were classified according to UCR Traditional Summary Reporting. After June 2018, crimes records were classified based on NIBRS standard. To measure a full year criminal activity in 2018 by different crime types, we matched the different crime types reported. Additionally, HPD completed the transition from UCR to NIBRS classification of crime in 2018. From January 2018 to May 2018, the crime offense types were classified according to UCR Traditional Summary Reporting. After June 2018, crimes records were classified based on NIBRS standard.
Fig. 1. “Perception of Safety Map” of Houston at census block group level. Values shown in dark yellow depict areas with the lowest safety scores, whereas dark blue areas indicate the highest safety score.
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Fig. 2. Image samples from the GSV images dataset. The first row (A) shows images with high safety scores. The second row (B) presents images with low safety scores.
have standardized street address to be geocoded, thus particular addresses interpreted from block range and street name may not be mapped through geocoding procedures. Our geocoding procedure used in this paper produces 92.7% success rates for all crime incidents reported in year 2018 (101,725 out of 109,620 crime incidents). With a high success rate of matches and the nature of the address records, the analysis in this study is performed without concern for bias (Ratcliffe, 2004). After geocoding process, we further aggregate the count of crime incidents by their associated census block groups. The geocoding process and data aggregation are performed with python geopandas and shapely packages.

In the following research, we study crime-related safety by grouping crimes into two broad classifications: 1) violent crimes: according to the National Institute of Justice’s definition, we group murder, robbery, rape, and aggravated assault into violent crimes; 2) other crimes: consisting of burglary, automotive theft and theft. Though violent crimes have broader categories than other crimes, the two categories are used to indicate different targets of crime: the person and property (Anderson, 2007). The total dataset includes 17,104 reported violent crimes and 56,371 other crimes for all census block groups in our study area.

Fig. 3 maps the spatial distribution of violent crime per thousand residents and other crime per thousand residents in each census block group. The values are logarithmically transformed for ease of interpretation and stabilization of the variance. Values shown in darker red depict areas with a higher crime rate, and areas in darker blue indicate a lower crime rate. This figure indicates that crimes of all types cluster towards the city center, where activity intensity is the highest. This pattern makes sense as the previous study shows that the higher intensity of urban life lower the probability of arrest and a lower likelihood of recognition (Glaeser and Sacerdote, 1999). On the other hand, the distribution of violent crime rate appears relatively more dispersed compared to other crimes.

3.1.4. Urban livelihood: hourly number of visitors

The visitor patterns of all census block groups in the study area are retrieved from the SafeGraph mobile phone dataset. SafeGraph aggregates anonymized location data from mobile user applications to the census block level. For each census block group, the hourly number of visitors is calculated from October 1st to October 30th, 2018. The time of the visitor pattern data is not precisely consistent with crime data, with a gap being less than 12 months. We assume human activity patterns of a city are relatively stable for this short period given that no drastic changes in land uses—the main driving force of human activity—are observed during this time period.

To incorporate the human mobility dynamics in this empirical study, we create a correlation matrix between visitor counts for every hour during the day to select the representative hours for daytime and nighttime populations. We use visitor counts at 6 pm as a proxy representing the daytime population, and 2 am to represent the nighttime population for this study. This is because that visitor volumes at 6 pm and 2 or 3 am are the least correlated throughout the day (see Fig. 4).

3.1.5. Urban diversity: density and diversity of points of interest (POIs)

To measure each census block group’s functional identity, we include Points of Interest (POIs) Data from SafeGraph. SafeGraph’s POI dataset contains the names, geographic coordinates, and category code following the North American Industry Classification System (NAICS) for 12 types of business and service amenities in our study area. We extract from the dataset of amenities that belong to the categories of retail, education facilities, information services, public administrations, car repairs, accommodations, arts, finance organizations, manufactures, and wholesalers. To count the number of amenities in each census block group, we assign each POI to the census block group boundary within which it falls.

In this study, we are particularly interested in the density and diversity of POIs and how they relate to crime and perception of safety. Here, we define the density of POIs as \( p = N/S \), where \( N \) indicates the number of POIs in a given census block group and \( S \) is the area of the census block group. We describe the diversity of POI by calculating a diversity index as the entropy among ten types of POIs:

\[
\text{Diversity}_{x_i} = - \sum_{i=1}^{n} P(x_i) \log(P(x_i))
\]  

(1)

where \( x_i \) represents one type of POI, which occurs in each census block
group with probability \(P(x_i)\). Here \(P(x_i) = \frac{N_x}{N_{total}}\), representing the proportion of POI type \(x\) in comparison to the total count of all POIs in census block group \(i\).

### 3.1.6. Socioeconomic features

We extract socioeconomic features at census block group level from the American Community Survey (ACS) 5-year Estimates in 2018. In particular, the data in this research includes information about population, ethnicity, and unemployment rate. The selection of these variables is based on a stream of literature that found a high concentration of crime is related to economic disadvantage and a high degree of ethnic heterogeneity (Sampson et al., 1997; Cahill and Mulligan, 2007). In particular, we describe the economic disadvantage using the unemployment rate. For the racial composition, we exclude any ethnic-specific variables (e.g., percentage of black people) to avoid ethnic-specific bias. Instead, we use ethnic diversity index computed as the Hirschman-Herfindahl index of six population groups: white, non-Hispanic black, Hispanic, Native American, Asian, and others (De Nadai et al., 2020). The index is defined as \(H = 1 - \sum_{i=1}^{N} s_i^2\), where \(s_i\) is the proportion of people belonging to the racial group \(i\), and \(N\) is the number of racial groups included in our study. Most of the parameters used in this study have a coefficient of variation (CV) between 12 to 40, with the exception of black population (40). We circumvent this limitation by excluding individual ethnic-specific variables.

All the above mentioned data pre-processing are conducted with Python 3.6.

### 3.2. Research framework

To shed light upon a diverse set of factors at play with the level of “perception bias” in the city, we design a research framework, as shown in Fig. 5. First, we start by studying the connection between the perception of safety and the variation of reported crime at the census block group level in Houston. Second, to describe the discrepancy between the two concepts, we construct the category of “perception bias” by comparing the crime victimization rate and the predicted perception of safety score. Finally, to explore how urban characteristics are related to “perception bias,” we studied three major types of urban features:

- “Socioeconomic” including population, ethnic diversity and economic disadvantage;
- “Urban livelihood” measured by aggregated and anonymized human mobility data;
- “Urban Diversity” described by the number and variety of points of interest (POIs) in each census block group.

#### 3.2.1. Explain crime with safety score

We start our study by looking at the correlation between the perceptions of safety and actual reported crimes in Houston. The intention of this experiment is two-folded: one is to test the generality of the deep learning model and validate the information contained in the safety score produced by the model; the other is to uncover how much the current perception of safety can explain the variation of reported crime occurrence. Research on geographical distribution of crimes usually measures crime in crime counts and crime rate. To avoid potential impacts on our analysis brought by different measures, we include both crime counts and crime rates as our dependent variables in this section.

Due to the presence of spatial auto-correlation in our dataset, the standard assumption in an ordinary least squares regression of independent errors is violated. Previous studies have shown that crimes are not randomly distributed across space (Cozens, 2011; Eck et al., 2007; Kinney et al., 2008), but rather concentrated in areas – there could exist spillover effects of crime occurrence among adjacent neighborhoods. Therefore, we use a spatial lag regression model to account for these spatial dependencies. We decompose the error term of the ordinary least square model (Eq. 2) into a spatially lagged dependent variable term and an independent error term, as Eq. 3 shows:

\[
\log(\text{Crime Rate}_i) = \beta_0 + \beta X_i + \eta \text{Perception Safety}_i + \epsilon_i \tag{2}
\]

**Fig. 4.** A) Shows correlation matrix colored according to the correlation coefficient value. B) Maps the geographical distribution of visiting volumes at 2 am; C) maps the geographical distribution of visiting volumes at 6 pm.
Fig. 5. Overall Research Design. Our research consists of five main parts: 1) Define the concept; 2) Quantify the concept; 3) Verify the deep learning model’s contextualization; 4) Construct the dependent variables: Measure the “Perception Bias”; 5) Construct the empirical study: Explain the “Perception Bias.”

\[ \log(\text{Crime Rate}_i) = \beta_0 + \beta X_i + \eta \text{Perception Safety} \]

\[ \sum_j w_{ij} \log(\text{Crime Rate}_j) + \epsilon_i \]  

In the dependent variable term in Eq. 3, \( \rho \) is the estimated coefficient of a census block group \( i \)'s neighboring census block groups, \( w_{ij} \) denotes the spatially lagged \( \log(\text{Crime Count}) \) and \( \log(\text{Crime Per Thousand Residents}) \) at census block group \( i \).

The spatial weights matrix used in this analysis is measured with Queens’ contiguity, meaning that all census block groups sharing a boundary in any direction form the census block group in question are...
considered contiguous. If two census block groups \(i\) and \(j\) share at least one boundary, the contiguity weight is 1, 0 otherwise. We use row-normalized weights in our model. Given that spatial lag regressions do not have actual \(R^2\), we calculate a pseudo \(-R^2\) to assess the models’ goodness of fit.

3.2.2. Measure the “perception bias”

To explain the discrepancy between the “perceived level of safety” and the “real level of safety,” we construct the “perception bias” with three ordinal categories: 1) “More dangerous than it looks”: crime occurs at a high rate (above the 50th percentile), but the predicted perception safety scores of local street views are high (above the 50th percentile); 2) “Similar”: crime rate is high and perception safety is low or crime rate is low and safety perception is high. 3) “Safer than it looks”: crime occurs at a low rate (below the 50th percentile), but the predicted perception safety scores of local street views are low (below the 50th percentile).

Fig. 6A, B) illustrate the method of aggregating all census block groups into three categories by comparing their safety perception score and crime rates. Fig. 6C, D) map the spatial distribution of this “perception bias” in our study area. Values shown in red are areas of high crime rate but also high predicted safety scores (more dangerous than it looks) and areas in dark blue depict areas with low crime rate but also low safety scores (safer than it looks). The light blue areas indicate a smaller difference between the predicted safety scores and the actual crime rate. Although in Fig. 3 we learn that census block groups with high crime rate tend to cluster towards the city center, three maps in Fig. 6 show that these census block groups around the city center tend to have more consistency between perception of safety and crime rates. Overall, we show that areas of “perception bias” are widely dispersed throughout the study area.

3.2.3. Explain the “perception bias”

We design an ordinal regression model with a spatial conditional autoregressive (CAR) structure (Goodchild and Haining, 2004) to further explore more systematically the factors contributing to the observed perception bias. Prior studies have shown socioeconomic features, urban environment features and human mobility all have connection with crimes as well as how people perceive risks in cities. However, there also exists conflicting voices particularly between criminology studies and urban planning theories. High densities and mixed-use development are generally accepted by planning literature as critical features of sustainable urban environments (Jacobs, 1961;
Grant, 2002), whereas some works claim that mixed-use development and high density are not always desirable and also “not totally benign” (regarding crime events) (Kitchen and Schneider, 2007). Inspired by these arguments, in our study, three types of urban characteristics are included in the ordinal regression for explaining the “perception bias.” They are: 1) “social features” indicating local demographic and socioeconomic data; 2) “urban vibrancy” measured by aggregated and anonymized human behavioral data derived from mobile network activity at different hours of the day; 3) “urban diversity” described by number and variety of POIs in each census block group.

We represent three “perception bias” categories with a vector \( y = [y_1, y_2, y_3] \), where:

- \( y_1 = 1 \) depicts “Safer than it looks” block groups, 0 otherwise.
- \( y_2 = 1 \) depicts block groups of the “Similar” perception bias category, 0 otherwise.
- \( y_3 = 1 \) indicates “More dangerous than it looks” block groups, 0 otherwise.

To analyze the role of different factors in explaining the “perception bias,” we estimate the following spatial auto-regressive ordinal logistic regression models,

\[
\text{Logit}(P(Y \leq j)) = \alpha - \beta X_i - \theta V_i - \gamma X_i - \sigma W_i - \epsilon_i
\]

where the \( P(Y \leq j) \) is the cumulative probability of a census block group \( i \) less than or equal to a specific category in “perception bias,” where \( j = 1, 2, 3 \). \( \text{Logit}(P(Y \leq j)) \) is the log odds of census block group \( i \) being less than or equal to a category. \( X_i \) is a vector that captures the neighborhood “socioeconomic” features including population, unemployment rate and ethnic diversity for census block group \( i \). \( V_i \) describes the “urban livelihood,” “recorded visit pattern at daytime and nighttime of census block group \( i \). \( A_i \) represents the “urban diversity” described by the variety and density of public and private amenities. \( W_i \) is a binary spatial weights matrix identifying whether a census block group \( i \) shares a border with census block group \( j \), and \( \sigma W_i \) is the spatial lags of the dependent variable \( Y \) (ordinal category of “perception bias”). \( \beta, \theta, \gamma, \sigma \) are the parameters to be estimated and \( \epsilon \) is the intercept. All estimation is performed using the brms (Bürkner, 2017) package in R 3.6.3. Analysis was performed with all parameters transformed by subtracting their mean and divided by their standard deviation.

4. Results

4.1. How much the perception of safety can explain the variation of crime rates?

Columns 1, 3, 5, and 7 in Table 1 present our models by regressing socioeconomic features of each census block group on crime. These four models retain population, population density, ethnic diversity, and unemployment rate. With total population controlled, areas with higher population density have reduced the level of non-violent crimes, consistent with the presence of guardianship and concept of “eyes on streets” discussed in the introduction. The higher unemployment rate is associated with more violent crimes, and a more diverse racial composition also connects with more crimes. These results resonate with the works in social disorganization theory that high degrees of ethnic heterogeneity and social/economic deprivation are expected to have positive relationships with crime (Cahill and Mulligan, 2007; Anderson, 2007). Therefore, these four models set up a reference in the study.

Columns 2, 4, 6, and 8 report the results, including standardized safety score. All four sets of models indicate a significant correlation between the perception of safety and different measures of crimes in Houston. The estimates in columns 1, 2, 5, and 6 show that one standard deviation increase of the perception of safety is associated with a 13.5% decrease in violent crime count and a 13.2% decrease in number of violent crimes per thousand residents. Columns 3, 4, 7, and 8 imply that one standard deviation increase of the perception of safety is associated with an 8.7% decrease in other crime count and a 12.4% decrease in number of other crimes per thousand residents.

In addition, by comparing the four pairs of models, columns 2, 4, 6, and 8 all report an improved pseudo \( R^2 \) in comparison to columns 1, 3, 5, and 7. This result implies that by adding perception of safety to the models, we improve the models’ fit with the data. Moreover, models using crime per thousand residents as dependent variables show smaller AIC and better pseudo \( R^2 \). Therefore, in the following section, we continue to use number of reported crimes per thousand residents as the measure of crime to construct the “perception bias”.

Through the preliminary analysis between crime and perception of safety, we identify significant correlations between the two and a level of mismatch. By including the safety score into all four sets of models, we are able to explain around 50 percent of Houston’s crime variation,

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Log (Violent Crime)</th>
<th>Log (Other Crime)</th>
<th>Log (Violent Crime per Thousand Residents)</th>
<th>Log (Other Crime per Thousand Residents)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Population</td>
<td>0.066***</td>
<td>0.065***</td>
<td>0.115***</td>
<td>0.115***</td>
</tr>
<tr>
<td>(thousand)</td>
<td>(0.026)</td>
<td>(0.026)</td>
<td>(0.029)</td>
<td>(0.029)</td>
</tr>
<tr>
<td>Population Density</td>
<td>-0.006</td>
<td>-0.004</td>
<td>-0.021***</td>
<td>-0.019***</td>
</tr>
<tr>
<td>%Unemployment</td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Ethnic Diversity Index</td>
<td>0.919***</td>
<td>0.894***</td>
<td>0.967***</td>
<td>0.930***</td>
</tr>
<tr>
<td>(0.145)</td>
<td>(0.143)</td>
<td>(0.159)</td>
<td>(0.132)</td>
<td>(0.129)</td>
</tr>
<tr>
<td>Perception of Safety</td>
<td>-0.135***</td>
<td>-0.132***</td>
<td>-0.132***</td>
<td>-0.087***</td>
</tr>
<tr>
<td>(per thousand)</td>
<td>(0.025)</td>
<td>(0.028)</td>
<td>(0.028)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>Observation</td>
<td>1158</td>
<td>1158</td>
<td>1158</td>
<td>1158</td>
</tr>
<tr>
<td>AIC</td>
<td>3041</td>
<td>3014</td>
<td>3288.7</td>
<td>3267.8</td>
</tr>
<tr>
<td>AIC Linear Regression</td>
<td>3632.7</td>
<td>3581.5</td>
<td>4004.6</td>
<td>3978.3</td>
</tr>
<tr>
<td>Pseudo-R²</td>
<td>0.4703</td>
<td>0.4834</td>
<td>0.5086</td>
<td>0.5183</td>
</tr>
<tr>
<td>Moran’s I</td>
<td>-0.0497</td>
<td>-0.0484</td>
<td>-0.0467</td>
<td>-0.0452</td>
</tr>
<tr>
<td>Moran’s I p-value</td>
<td>0.9972</td>
<td>0.9965</td>
<td>0.9954</td>
<td>0.9941</td>
</tr>
</tbody>
</table>

Note: This table reports the spatial lag regression coefficients of perceived safety. All six models’ Moran’s I have p-value larger than 0.1, indicating little autocorrelations among the residuals in each model. Here we use standardized “safety score” for all models. We report AIC in comparison to Linear Regression AIC to show model fit.

** denotes a coefficient significant at the 1% level, * at the 5% level, and * at the 10% level.
leaving a proportion unexplained. We also observe the difference between the spatial distribution of crime and the perception of safety by comparing Figs. 1 and 3. These observations are on par with the previous studies done by Pánek et al. (2019) and Snyders and Landman (2018) — areas that make people feel unsafe do not necessarily have high crime records. This intertwined connection between perception of safety and the actual victimization rate indicates a “perception bias.”

4.2. What neighborhood characteristics contribute to the current “perception bias”

In Section 3.2.2, we have presented how to measure the discrepancy between the perception of safety and the “actual level of safety” by constructing a “perception bias” variable. Here, we discuss our empirical results in deciphering what urban characteristics contribute to this “perception bias”.

Table 2 reports the ordinal logistic regression results of Eq. 4. Each row reports the coefficients of the neighborhood characteristics on “perception bias”. Columns 1, 2, and 3 present “perception bias” measured with violent crime. Columns 4, 5, and 6 present “perception bias” measured with other crimes. Fig. 7 illustrates the strength of coefficients and significance of each parameter for the final model.

Columns 1 and 4 show the result on our baseline models that only include each census block group’s social features. Although population, population density, ethnic diversity, and economic status all show strong connections with crimes in our previous model, we found that they exhibit different strengths in estimating “perception bias” by crime type. Conditioning on the residential population, places with high population densities have a negative relationship with the “perception bias” defined by violent crime. But this association vanishes when we include the dynamic visitor patterns and the density of POIs in column 3. Areas with high percentages of unemployment tend to have a higher crime rate than their local safety scores indicate, implying that the unemployment rate might not fully represent themselves through the built environment appearance. Still, it has a strong connection with crimes.

Columns 2 and 5 report that increased counts of visitors during the day and night have inverse relationships with the “perception bias,” respectively. Areas with a high volume of visitors during the night tend to have higher crime rates than their perception of safety scores indicate.

In contrast, a higher number of visitors during the day is more associated with areas that are safer than they look.

Areas with dense and mixed-use planning are believed to help crime prevention by increased guardianship. However, conditioning on the social features and mobility features, columns 3 and 6 in Table 2 imply that areas with high density of POIs are more likely to be dangerous than they look. In this experiment, the diversity of POIs does not explain the variation of “perception bias” anymore.

4.2.1. Variety and number of amenities

To unpack the type of amenities that could explain the “perception bias,” we include two amenities: retail and education facilities in our models in Table 3. The rational for this choice is that these two types of facilities are found to be spatially correlated with crime events (Wang et al., 2017). Here columns 1, 4 and 7 are our baseline models. All models control the number of visitors at 6 pm and 2 am. In column 2, 5, 8, we include the number of retailers and education facilities. Finally, in column 3, 6, 9, we include dummy variables for the retail and education facilities.

The estimates in all models show that the existence of education facilities matters in the discussion of “perception bias.” Columns 2, 3, 5 and 6 show that with the number of education facilities increases, local crime rates are more likely to be higher than their safety scores indicate.

5. Discussion

The results of this paper yield several main takeaways, which we discuss below.

5.1. High safety scores predicted from GSV images are associated with less crime, but there exists a mismatch between the two.

Related to fear of crime, the perception of safety in cities has been studied with rather loose definitions in different literature. This study contributes to the literature by estimating one aspect of the perception of safety in cities - how safe people will rate a street view by its physical appearance. Using a pre-trained computer vision model, we are able to rate perception of the safety of street view images in Houston and derive a safety score at the census block group level. Images (Fig. 2) with high

---

Table 2

Perception bias: ordinal regression.

<table>
<thead>
<tr>
<th>Perception Bias</th>
<th>More Dangerous</th>
<th>Similar</th>
<th>Safer (than it looks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
</tr>
<tr>
<td>Socioeconomic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (Population)</td>
<td>0.315***</td>
<td>0.340***</td>
<td>0.256***</td>
</tr>
<tr>
<td></td>
<td>(0.101)</td>
<td>(0.130)</td>
<td>(0.143)</td>
</tr>
<tr>
<td>Log (Population Density)</td>
<td>-0.318***</td>
<td>0.029***</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td>(0.100)</td>
<td>(0.118)</td>
<td>(0.140)</td>
</tr>
<tr>
<td>Ethnic Diversity index</td>
<td>0.002</td>
<td>-0.046</td>
<td>-0.032</td>
</tr>
<tr>
<td></td>
<td>(0.104)</td>
<td>(0.103)</td>
<td>(0.102)</td>
</tr>
<tr>
<td>% Unemployment</td>
<td>-0.256***</td>
<td>-0.202***</td>
<td>-0.192***</td>
</tr>
<tr>
<td></td>
<td>(0.094)</td>
<td>(0.090)</td>
<td>(0.089)</td>
</tr>
<tr>
<td>Urban livelihood</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (Visitors @ 2 am)</td>
<td>-0.848***</td>
<td>-0.859***</td>
<td>-0.706***</td>
</tr>
<tr>
<td></td>
<td>(0.183)</td>
<td>(0.190)</td>
<td>(0.180)</td>
</tr>
<tr>
<td>Log (Visitors @ 6 pm)</td>
<td>1.140***</td>
<td>1.262***</td>
<td>0.863***</td>
</tr>
<tr>
<td></td>
<td>(0.168)</td>
<td>(0.208)</td>
<td>(0.177)</td>
</tr>
<tr>
<td>Urban Diversity</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log (POI Density)</td>
<td>-0.264*</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.157)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>POI Diversity</td>
<td>0.087</td>
<td>0.139</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.105)</td>
<td>(0.137)</td>
<td></td>
</tr>
<tr>
<td>Observation</td>
<td>1089</td>
<td>1089</td>
<td>1089</td>
</tr>
</tbody>
</table>

Note: This table reports the ordinal logistic regression coefficients of “Perception Bias”. Standard errors are in parentheses. All parameters are standardized by subtracting their mean and divided by their standard deviation. The dependent variable is the perception bias measured using three ordered categories: more dangerous than it looks, similar, and safer than it looks. • * denotes a coefficient significant at the 1% level, * at the 5% level, and * at the 10% level.
safety scores usually contain elements such as pruned trees, clean streets, and well-maintained yards, which corresponds to signs of “cues to care” (Nasar et al., 1993; Troy et al., 2016). In contrast, images with low safety scores are found to contain more signs of physical disorder (Doran and Lees, 2005; Wei et al., 2005) such as trash, broken pieces of road, and overgrown vegetation. We found that an increased safety score is associated with fewer crimes controlling for other neighborhood features such as population, ethnic composition, and economic status. This result confirms that the predicted safety score by a computer vision model contains valid information to describe cities. The remaining variance in the model encourages us to unpack further relationships between the perception of safety and crimes in cities.

5.2. Perception bias and neighborhood socioeconomic features

In the second part of the paper, we construct a “perception bias” variable that describes the cities with three ordinal categories: “more dangerous than it looks,” “similar,” “safer than it looks.” Using a series of

<table>
<thead>
<tr>
<th>Perception Bias: More Dangerous &lt; Similar &lt; Safer (than it looks)</th>
<th>Violent Crimes per Thousand Residents</th>
<th>Other Crimes per Thousand Residents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>Log (Population)</td>
<td>0.265**  ( (0.143) )</td>
<td>0.368*** ( (0.133) )</td>
</tr>
<tr>
<td></td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>Log (Population Density)</td>
<td>0.142  ( (0.119) )</td>
<td>0.002 ( (0.119) )</td>
</tr>
<tr>
<td></td>
<td>(5)</td>
<td>(6)</td>
</tr>
<tr>
<td>Log (Visitors @ 2 am)</td>
<td>-0.905***  ( (0.193) )</td>
<td>-0.883*** ( (0.184) )</td>
</tr>
<tr>
<td></td>
<td>(0.171) ( (0.175) )</td>
<td>(0.176) ( (0.183) )</td>
</tr>
<tr>
<td>Log (Visitors @ 6 pm)</td>
<td>1.308***  ( (0.213) )</td>
<td>1.249*** ( (0.195) )</td>
</tr>
<tr>
<td></td>
<td>(0.187) ( (0.183) )</td>
<td>(0.180) ( (0.180) )</td>
</tr>
<tr>
<td>Log (POI Density)</td>
<td>-0.282** ( (0.162) )</td>
<td>-0.325*** ( (0.148) )</td>
</tr>
<tr>
<td>POI Diversity Index</td>
<td>0.089  ( (0.142) )</td>
<td>0.037 ( (0.130) )</td>
</tr>
<tr>
<td>Retails Dummy</td>
<td>0.018 ( (0.087) )</td>
<td>-0.025 ( (0.083) )</td>
</tr>
<tr>
<td>Education Facilities Dummy</td>
<td>-0.260*** ( (0.092) )</td>
<td>-0.268*** ( (0.088) )</td>
</tr>
<tr>
<td>Number of Retails</td>
<td>0.076 ( (0.097) )</td>
<td>0.025 ( (0.096) )</td>
</tr>
<tr>
<td>Number of Education Facilities</td>
<td>-0.281*** ( (0.101) )</td>
<td>-0.252*** ( (0.098) )</td>
</tr>
<tr>
<td>Observation</td>
<td>1089 1089 1089 1089 1089 1089</td>
<td>1089 1089 1089 1089 1089 1089</td>
</tr>
</tbody>
</table>

Fig. 7. Differences among the coefficients and significance of parameters for two models corresponding to Table 2. Columns 3 and 6.
safe from crime as well as perceived to be safe by its residents. However, areas with increased ethnic heterogeneity have more crimes, but do not imply significant “perception bias.”

5.3. Perception bias and number of visitors

In addition, our results found that the number of visitors at different times of day has a very different association with the “perception bias”. Areas with higher numbers of visitors at 6 pm are more likely to be safer than they look, whereas places with higher numbers of visitors at 2 am are more dangerous than they look. This finding partially supports the “eyes on the street” (Jacobs, 1961) statement that places attracting visitors will provide more guardianship. However, more street activities during the night could have reverse effects. Also, a high volume of visitors at 2 am indicates a higher level of non-routine activities that could be associated with criminal activities themselves. Our study complements to the discussion of ambient population (average population in a given area at different times of day) in criminology (Anderson, 2007). The dynamic number of visitors is an important variable in crime related studies, especially in cities like Houston that exhibit large differences between the census residential population and ambient population.

5.4. Perception bias, density and mixed-use development in cities

Lastly, we show that areas with denser uses are more likely to have higher non-violent crime rates but still look safe. This finding supports the literature that challenges the effects of dense development in crime prevention (Kitchen and Schneider, 2007; Dempsey, 2008). On the contrary, dense uses create “awareness spaces” and could potentially provide increased and more diverse opportunities for crime (Brantingham and Brantingham, 1995). Additionally, the diversity of POIs and the number of visitors do not exhibit a significant association with the “perception bias,” which indicates that places with diverse uses generally have a good balance between reported crimes and perception of safety. Moreover, our results also indicate school campuses are in general well maintained and might appear peaceful, but they are also areas with high risks of crime. This finding warrants further studies to interpret. It might indicate that students are less cautious to prevent crime or school campuses attract crimes.

5.5. Discussion in the context of other studies

Prior researches in urban planning and environmental criminology share a common agreement that a sustainable community needs to be safe from crime as well as perceived to be safe by its residents. However, without a clarification that perception of safety and safe from crime could have different association with other urban factors, these studies inevitably present conflicting statements with each other when discussing certain features such as high density and mixed-use design in crime control and sustainable urban development (Jacobs, 1993; Bentley, 1985; Dempsey, 2008; Kitchen and Schneider, 2007). Most of these works that connect cities and crimes identify static urban attributes that are systematically associated with the dynamic occurrence of crime and develop urban design strategies in a formulaic fashion for crime prevention. Our study differs from the work mentioned above in two dimensions. First, we use safety scores to show the overall perception of safety induced by scenes taken from the built-environment instead of evaluating individual features such as street permeability, connectivity, and legibility. As such, we circumvent the limitation of applying context-sensitive indicators to measure the influence of the built-environment on criminality. Second, we include dynamic human activity patterns as well as nodes of activity in our study. This approach recognizes the inherent dynamic characteristic of criminality, and it avoids planning conclusions based on static features such as density and mixed-use development promoted by New Urbanism (Ellis, 2002; Cozens, 2008). Instead, our work complements recent literature in environmental criminology that advocates understanding the city’s performance at different times and spaces as a totality (Anderson, 2007).

Finally, our approach contributes to the growing literature focused on using crowd-sourced data to improve our understanding of how people behave in cities (Salezses et al., 2013; Zhang et al., 2020). In practice, our work demonstrates how urban planners could adopt recently developed technologies to better manage urban systems. For example, many post-industrial cities in the U.S. such as Philadelphia and Pittsburgh have been developing programs to clean up vacant lots in order to prevent further decay and crimes. Programs as such could use our methods to evaluate the crime-related impact of vacant lots in cities.

5.6. Limitations

While our study has made key contributions, we acknowledge the limitations as following. First, we acknowledge that our measure of perception of safety using predicted value from GSV images only captures one aspect of sense of safety in cities, which might be biased as pointed in existing studies (Huang et al., 2020). Therefore, it does not intend to replace surveys that ask people’s perception of safety by their daily experience. Second, using the census block group as a study unit does not fully capture neighborhood characteristics such as income inequality (Wang and Arnold, 2008) and population turnovers that prior studies have indicated strong connection with crimes. Further studies could consider using larger geographical units and expand the studies to more cities. Third, since our hourly visit data provided by SafeGraph was estimated from mobile phone usage, we recognize that the data collected could contain bias towards more active smart-phone users. Finally, as discussed above, the residential population differs from the daytime active population in Houston, thus using the crime rate as a measure in constructing the “perception bias” does not fully represent the real population at risk.

Further study could investigate the urban characteristics and safety perception bias at a finer scale. For example, aggregating the safety perception score at a street level and comparing the local frequency of crime events could give us refined understanding of the above discussed subject. Studies could further estimate the factors that explain perception of bias at individual level. Moreover, including other time sensitive attributes such as degree of street lights (O’Connell, 2017) and opening time of nightlife related amenities such as bars and restaurants could also add explanatory power to describe the time dynamics of crime. Finally, further works could include observed changes in the built environment and trend of crime through years to show how existing perception bias has evolved through time. All these efforts will give further support to create a sustainable urban environment that protects citizens from crime as well as a mentally safer environment that protects the neighborhood from the spread of fear.

6. Conclusion

Despite the existing literature on the intertwined relationships between crime, fear of crimes, and cities, few studies have systematically compared the difference between crime and perception of safety in an urban environment, nor studied the potential factors that contribute to this mismatch. This paper leverages the current development in computer vision techniques, public available street view data and the
geography of crimes in the city of Houston to better measure the existing discrepancy between crime and perception of safety: a “perception bias.” We explore the association between “perception bias” and three major urban features—socioeconomic features, urban livelihood and urban diversity—that are important to support a sustainable urban environment as well as crime control. We believe this work is of significance both to urban policy makers in designing urban management strategies, and also to those working in urban science, in throwing light on how recently developed techniques can be adopted in understanding cities.
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